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BO for Multi-Objective Optimization
BO: A framework to optimize expensive black-box functions
including three main elements:
Ø Statistical models: as a prior for the functions.
Ø Acquisition function: score the utility of evaluating input 𝑥
Ø Optimization procedure: select the best input for evaluation

Drawbacks of Existing Methods
ØUnable to handle preferences
ØUnable to optimize expensive function in minimal iterations
ØUnable to find feasible regions in the design space. 

Motivation
Using Bayesian Optimization (BO) to propose a solution for
the expensive black-box multi-objective optimization problem
with constraints when the domain practitioner has preferences
over specific objectives.

Preference-Aware Constrained Multi-Objective 
Bayesian Optimization (PAC-MOO)
Ø Selects the candidate input 𝑥 for evaluation that maximizes
the information gain about the optimal Pareto front 𝒀*

Ø Equivalent to expected reduction in entropy over the Pareto
front 𝒀*

Ø Relies on a computationally cheap and low-dimensional
𝑚.𝑘≪𝑚.𝑑 distribution, where 𝑘 is the number of objectives

Ø Includes a convex combination of the information gain
about the output of all objectives and constraints.

Key Advantages of PAC-MOO
Ø Able to handle preferences over all black-box functions
Ø Able to find feasible regions in the input space
Ø Scalable for high-dimensions via output space entropy search
Ø Tight approximation with closed-form expression

PAC-MOO Acquisition Function
Ø The expensive black-box objective and constraints functions
are defined as 𝐹 = 𝑓!, … , 𝑓" and 𝐶 = 𝑐!, … , 𝑐# .

Ø S is the number of samples, 𝛾$% 𝑥 = &!"∗ ' ("(*)
,"(*)

, where 𝑖 ∈
𝐹 ∪ 𝐶. Φ and 𝜙 are the p.d.f and c.d.f of a standard normal
distribution, respectively.
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𝛼,-./ 𝑥 ≈ ∑+ ∈1∪3 𝑝+×𝐴𝐹(𝑖, 𝑥) s.t. ∑+ ∈1∪3 𝑝+ = 1

Results and Discussion
ØWe use two analog circuit design
benchmarks named SCVR and HCR
Ø In PAC-MOO-0 the preferences are
equal over all objectives and
constraints. PAC-MOO-(1,2, and 3)
assign increasingly high preferences to
the efficiency objective.
Ø In all experiments, assigning higher
preference to the efficiency objective,
results in the algorithm finding
feasible designs with considerably
higher efficiencies.
Ø Assigning preferences does not
significantly reduce the hypervolume
performance of the multi-objective
solver unless an unusually high
preference is used


